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Did you noticed something odd or unnatural in the talks so far?

[1] No AI, LLMs, ChatGPT so far

[2] No negativ results

We will fix this now!
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Current State
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(1) Sample

(2) Measure energy

(3) Learn model

How to scale measurements?

How to obtain reliable measurements?

How to obtain fine-grained measurements?

http://green-configurator.informatik.uni-leipzig.de:3000/d/tmXnA_A7k/energy-metering?orgId=1


Limits of Granularity
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libpng

Can we measure energy 
consumption of these code 
fragements?

And now?



The Dream
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0.015J

0.037J

0.012J

0.13J

How? You have read the title… right? ☺



The Idea
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LLMs are great for code understanding, generation, and summarization

Can we adapt and fine-tune an LLM to estimate energy 
consumption of given code?



Valid Assumptions

• Code, intermediate representation, and assembler code map to processor 
instructions that require different amounts of time

• Execution time might correspond to energy consumed (more or less)

• Using assembler might even account for compiler optimization

• If you know the impact of code on different levels of abstraction on energy 
consumption you might be able to generalize
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Data Collection
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Obtain unit tests from Rust libraries hosted on crates.io

Instrument units test, avoid inline optimization, repeated execution

Rust code, LLVM IR, 
assembly code

#[inline(never)]
syn library with 10k execs

Time Stamp Counter (TSC) register and the
Running Average Power Limit (RAPL) registers (_amd64_2023a)



Total Effort

• Repeat measurements 20x

• 4400 unit tests 
measuremed from the top 
1000 most popular Rust 
crates
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LLM Adaptation and Fine-Tuning
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1. LoRa adaptation to reduce computational effort

2. Replacement of the last layer with a new fully connected 
layer that outputs a scalar number rather than token 
probabilities.



LoRa Excursion
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Idea: 
• Track only the delta in parameter (i.e., changes that would be made to the original weights) 

that stem from the new data 
• Decompose the large weight matrix into smaller matrices that contain only the parameters to be trained



Results
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Bag of Words has lowest error and the LLM 
performs worse than a simple linear model

Majority of measurements are below 1J or 2J, which 
makes learning complicated.



Discussion: Why????

Too few training examples: very likely

Unclear relationship between code and energy consumption: very likely

No information about control- and data-flow: very likely
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Thanks!
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